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**Аннотация**

Интеллектуальный анализ данных оказывает влияние на многие аспекты общественной жизни. С его помощью преобразовываются отрасли здравоохранения, экономики, пассажирского транспорта, связи и пр. Образование также не является исключением. Вместе с тем потенциал прогнозирования учебной успеваемости представляется гораздо более объёмным, чем осуществимость проведения исследований в образовательной сфере с интенсивным использованием данных. Для педагогов и обучающихся интерес к рассматриваемой области обусловлен возможностью получать опережающую информацию о соответствии собственных результатов образовательной деятельности требуемому уровню. Цель проведенного исследования — выявление особенностей и тенденций изменения теории и практики прогнозирования учебной успеваемости на уровне ОСО посредством сравнительно-ретроспективного анализа. В качестве методов исследования выбраны: теоретический (сравнительно-ретроспективный) анализ литературных источников, статистические и графические методы для сопоставления данных и др. В данном исследовании проанализирована выборочная совокупность публикаций за последние 25 лет в области прогнозирования учебной успеваемости обучающихся на уровне общего среднего образования (ОСО). Для наглядного отображения рассматриваемой области в её развитии на основании общепринятой классификации разработана типология прогнозов применительно к учебной успеваемости, позволяющая наметить перспективные подходы в данном направлении.
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**1. Введение**

Актуальность работы. Сегодня прогнозирование учебной успеваемости ― молодая интенсивно развивающаяся область междисциплинарных исследований на стыке педагогики, психологии, информационных технологий и статистического анализа.

С 2008 года вопросы прогнозирования учебной успеваемости среди прочих освещаются на ежегодной международной конференции по сбору и интеллектуальному анализу образовательных данных (Educational Data Mining, или EDM), проводимой в Канаде, США, Китае, странах Европейского союза. Поскольку интерес к EDM стремительно возрастает, в 2009 году для обмена и распространения результатов исследований был основан журнал The Journal of Educational Data Mining или JEDM, а в 2011 создано общество исследователей, занимающихся вопросами влияния аналитики на преподавание, обучение и развитие (Society for Learning Analytics Research или SoLAR).

С введением в 2008 году открытых баз образовательных данных, таких как DataShop Питтсбургского научно-образовательного центра (PSLC) и Национального центра статистики образования (NCES), интеллектуальный анализ образовательных данных стал более доступным, что способствовало его дальнейшему прогрессу [1].

В 2017 году вышло первое издание Handbook of Learning Analytics [2] как итог активной работы в области EDM.

Интеллектуальный анализ данных оказывает влияние на многие аспекты общественной жизни. С его помощью преобразовываются отрасли здравоохранения, экономики, пассажирского транспорта, связи и пр. Образование также не является исключением.

В настоящее время EDM, продолжая развиваться, объединяет значительное количество исследователей из различных областей с целью лучшего научного понимания и практического совершенствования процессов преподавания и изучения учебных предметов с помощью интеллектуального анализа образовательных данных и методов машинного обучения.

Вместе с тем потенциал прогнозирования учебной успеваемости представляется гораздо более объёмным, чем осуществимость проведения исследований в образовательной сфере с интенсивным использованием данных. Новая возможность состоит в том, что педагоги и учащиеся ― главные заинтересованные стороны, основные составляющие педагогической системы ― впервые могут сами увидеть собственные достижения и прогресс в обучении, что до сих пор было привилегией исследователей вне системы [2].

Для педагогов и учащихся интерес к рассматриваемой области обусловлен возможностью получать опережающую информацию о соответствии собственных результатов образовательной деятельности требуемому уровню.

Цель и задачи проведенного исследования — выявление особенностей и тенденций изменения теории и практики прогнозирования учебной успеваемости на уровне ОСО посредством сравнительно-ретроспективного анализа.

Объект исследования – прогнозирование учебной успеваемости на уровне общего среднего образования.

Предмет исследования – сравнительно-ретроспективный аспект прогнозирования учебной успеваемости обучающихся на уровне общего среднего образования.

**2. Методы и методологии**

В качестве методов исследования были выбраны: теоретический (сравнительно-ретроспективный) анализ литературных источников, статистические и графические методы для сопоставления данных и др.

В данном исследовании проанализирована выборочная совокупность публикаций за последние 25 лет в области прогнозирования учебной успеваемости обучающихся на уровне общего среднего образования (ОСО).

Для наглядного отображения рассматриваемой области в её развитии на основании общепринятой классификации разработана типология прогнозов применительно к учебной успеваемости, позволяющая наметить перспективные подходы в данном направлении.

Типы прогнозирования учебной успеваемости выделены по следующим признакам:

* по модели прогнозирования;
* по количеству учебных предметов;
* по продолжительности прогнозирования;
* по масштабу и представительности выборки учащихся;
* по способу представления результатов прогноза;
* по алгоритму прогнозирования.

В общей сложности около 186 научных публикаций ([6] – [191]), собранных с помощью баз данных Google Scholar, Researchgate, OATD (Open Access Theses and Dissertations) и др., были включены в обзор литературы. В белорусских и российских изданиях публикаций по выбранной тематике относительно общего среднего образования не обнаружено.

**3. Результаты и х обсуждение**

В ходе изучения содержания данных источников были определены идеи и научно-практические разработки, получившие наибольшую известность и изменившие ход дальнейших исследований. На этом основании нами было принято решение о выделении следующих основных этапов развития теории и практики прогнозирования учебной успеваемости:

* 1994 — 2003 годы ― от разработки А.T. Corbett, J.R. Anderson усовершенствованной методики трассировки знаний (KT), являющейся основой для прогнозирования и моделирования учебной успеваемости, до появления первых онлайн-платформ для изучения учебных предметов на уровне ОСО;
* 2004 — 2008 годы ― от создания ASSISTments (свободно доступной веб-системы обучения математике с IV по X класс, разработанной на базе Вустерского политехнического института в США) до проведения первой конференции по сбору и интеллектуальному анализу данных в образовании (The International Conference on Educational Data Mining);
* 2009 — 2013 годы ― от разработки P. I. Pavlik Jr. значимой альтернативы трассировки знаний ― модели анализа факторов успеваемости (Performance Factors Analysis или PFM), до официальной регистрации общества исследователей, занимающихся вопросами влияния аналитики на преподавание, обучение и развитие (SoLAR), в качестве профессионального;
* 2014 — 2019 годы ― современный этап развития теории и практики прогнозирования учебной успеваемости от первого выпуска журнала «Аналитика в обучении» до стадии целенаправленного управления (стратегического планирования) развитием данной области путём постановки перспективных задач вплоть до 2038 года [3]. Данный период связан с расширенным использованием продольных методов в рамках проведения диссертационных исследований; разработкой руководящих и этических принципов по сбору и интеллектуальному анализу данных в образовательной сфере [2].

Проведенные исследования в области прогнозирования способствовали значительному увеличению числа публикаций по данной теме за последние 15 лет. На рисунке 1 представлен S−образный график логистической кривой, описывающий развитие темы «Прогнозирование учебной успеваемости на уровне ОСО» (а точнее ― рост числа научных публикаций, шт.) во времени.

**Рисунок 1 ― Динамика количества публикаций в области прогнозирования в отдельные периоды (с 1994 г. по 2019 г.)**

Преимущество использования S−образного графика логистической кривой в сравнительно-ретроспективном анализе обусловлено, во-первых, простотой её построения; во-вторых, тем, что выделенные параметры позволяют в короткий срок сделать вывод о развитии рассматриваемой области. Недостатком построенного графика является то, что с его помощью трудно представить, как точно будет происходить развитие в будущем, поэтому приведенный прогноз достаточно условен. Данный график показывает, что внимание исследователей к рассматриваемой области резко усилилось после 2005 года. Возрастание числа прогностических исследований связано c появлением онлайн-платформ и систем репетиторства, таких как ASSISTments, Cognitive Tutors, SimStudent и т. д. Эти системы обеспечили переход от статистической к структурной (структурно-статистической) модели прогнозирования учебной успеваемости.

Статистическое прогнозирование направлено на поиск и установление причинно-следственных связей и основано на использовании алгоритмов статистического анализа ретроспективных данных (линейная регрессия, корреляционный анализ, прямое усреднение и др.).

При структурном прогнозировании применяются различные техники машинного обучения, такие как нейронные сети, байесовские сети на основе цепей Маркова, деревья принятия решений и др., в которых новое прогнозируемое значение используется для пересмотра выбранных параметров модели.

Как правило, первые модели применяют статические данные (например, данные, собранные в учреждении образования, статистические, демографические и пр.). Вторые базируются на динамических данных, включающих количество и скорость верно выполненных заданий к текущему моменту, использование подсказок обучающимися и т. п., предоставляя исследователю информацию о ходе изучения ими учебного предмета. Вместе статические и динамические данные находят приложение в структурно-статистическом прогнозировании, при котором составляется индивидуальный профиль учащегося или определённой категории учащихся.

В то время как статические данные предоставляют информацию о предыстории учебной успеваемости, динамические — служат для непрерывного отслеживания учебной успеваемости.

Сегодня не существует конкретного сочетания статических и динамических данных, которые должны применяться ко всем моделям прогнозирования. Однако следует отметить, что чем выше доля статических данных, тем менее мощная модель будет в прогнозировании прогресса в изучении учебного предмета, поскольку бóльшая часть демографических данных редко меняется, а история успеваемости за предыдущие годы не может быть изменена в принципе.

По этой причине, если успеваемость обучающегося прогнозируется в середине учебного года с использованием той же модели и данных, что и в его начале, прогнозы остаются неизменными.

Следовательно, использование только статических параметров позволяет разрабатывать преимущественно одноразовые прогнозы. В сочетании с данными, которые изменяются с течением времени, статичные данные об успеваемости предоставляют больше информации и могут использоваться для измерения прогресса в обучении.

Образовательные онлайн-платформы обеспечили уникальное преимущество для сбора динамических данных. Они выступают идеальной средой для моделирования учебной успешности и её формирующего оценивания, ибо позволяют разрабатывать непрерывные прогнозы учебной успеваемости [4].

Распределение исследований в отдельные периоды в зависимости от модели прогнозирования показано с помощью диаграммы *(рисунок 2).* На протяжении 1994-2013 гг. отмечается рост структурных прогнозных исследований на фоне снижения статистических.

**Рисунок 2 ― Динамика количества исследований в отдельные периоды в зависимости от используемой модели прогнозирования**

Таким образом, перспективными направлениями в прогнозировании учебной успеваемости на уровне ОСО являются:

* накопление динамических данных об учебной успеваемости;
* применение модели структурно-статистического прогнозирования;
* повышение роли формирующего оценивания;
* расширение возможностей для моделирования учебной успешности.

В целом можно выделить три типа прогнозирования по характеру результатов: 1) классификация; 2) регрессия; 3) оценка плотности вероятности.

В классификации прогнозируемая переменная является категориальной. К наиболее распространённым методам классификации могут быть отнесены такие как: деревья принятия решений, логистическую регрессию (для двоичного прогнозирования) и метод опорных векторов.

В регрессии прогнозируемая переменная принимает непрерывные значения. Среди методов регрессии выделяют линейную регрессию, нейронные сети.

В оценке плотности прогнозируемая величина ― это функция плотности вероятности. Для данной цели используются, например, байесовские сети [1].

Для каждого типа прогнозирования входные переменные могут быть либо категориальными, либо непрерывными.

Различие между результатами прогноза устанавливается с точки зрения выходного представления:

* непрерывно ― для регрессии и оценки плотности вероятности;
* дискретно ― для классификации.

На рисунке 3 с помощью диаграммы рассматриваемые исследования сгруппированы по способу представления результатов прогноза.

**Рисунок 3 ― Распределение количества исследований по способу представления результатов прогноза в разные периоды**

Данная диаграмма показывает динамику изменения во времени исследований по рассматриваемому параметру. На протяжении 2009 – 2019 гг. отмечается также увеличение процента исследований по типу классификации с дискретным представлением результатов прогноза.

Спектр результатов прогнозирования учебной успеваемости можно представить следующим образом*:*

1. Прогноз успешности / неуспешности окончания учебного курса или школы, правильности / неправильности выполнения конкретного действия, ответа на вопрос.

2. Прогноз диапазона отметок, категории успеваемости или степени учебных достижений.

3. Прогноз определённого числового значения оценок (отметок).

Значит, исследования, направленные на прогнозирование учебной успеваемости, можно различать и по тому, как они интерпретируют образовательные результаты.

Большинство ранее проведенных исследований давали частные прогнозы. Вместе с тем за последние годы прогнозирование учебной успеваемости стало более тонким и сложным. В настоящее время исследователи стремятся не только прогнозировать текущие и итоговые отметки, но и давать комплексную оценку учебной успеваемости на основе совокупности прогностических факторов, используя сложные данные, собранные с помощью образовательных онлайн-платформ, а также моделировать успешность обучающихся путём систематического отслеживания индивидуального прогресса в изучении учебных предметов.

В целом, прогнозирование общего успеха выступает механизмом выявления учащихся, нуждающихся в дополнительной педагогической поддержке, а своевременное прогнозирование показателей имеет дифференцирующее значение, поскольку предоставляет подробную информацию о конкретных категориях учащихся. Данные сведения могут быть использованы, к примеру, при профильной дифференциации обучающихся на III ступени общего среднего образования.

Кроме этого существует ряд проблем в прогнозировании на уровне ОСО, представляющих, на наш взгляд, исследовательский интерес.

Во-первых, большинство проведенных исследований в области прогнозирования учебной успеваемости были сосредоточены на конкретных учебных предметах (математике и языках), а расширение предметной области исследований происходило медленными темпами *(рисунок 4).* В связи с этим, задачей будущих исследований может стать разработка общепредметных прогнозов, охватывающих основные учебные предметы за курс ОСО.

**Рисунок 4 ― Распределение количества исследований по охвату предметной области в отдельные периоды**

Во-вторых, исследования в области прогнозирования учебной успеваемости на уровне общего среднего образования в основном были проведены в течение одного учебного года, поэтому сегодня актуальность приобретают продольные исследования, длительные и систематические наблюдения за динамикой учебной успешности в разных условиях. Необходимо также определить оптимальный интервал времени для прогнозирования успеваемости обучающихся при изучении конкретных учебных предметов в соответствии с поставленными целями разработки прогноза.

В-третьих, существует проблема обобщаемости моделей прогнозирования и их применимости в отношении различных групп учащихся, распространения полученных результатов прогноза на генеральную совокупность [3], требующая решения. Динамика развития исследуемого нами направления как по временнóму охвату, так и по масштабу выборки показана на рисунках 5 и 6.

**Рисунок 5 ― Распределение количества исследований по временнóму охвату**

**Рисунок 6 ― Распределение количества исследований по масштабу выборки**

Нами установлено, что продолжительность прогноза влияет на его точность, способствуя увеличению последней. В тоже время зависимость между точностью прогноза и масштабом выборки не отмечена. Средние показатели точности для различных типов прогнозов представлены на рисунке 7.

**Рисунок 7 ― Зависимость между точностью прогноза, масштабностью и продолжительностью исследования**

Ещё одна существующая проблема связана с оптимальным подбором алгоритмов для прогнозирования.

Выбор алгоритма в большей мере определяется характером результата прогноза. При прогнозировании двоичного результата, как правило, применяются классические алгоритмы, которые предсказывают результат с определённой вероятностью, например, нейронные и байесовские сети. При прогнозировании категории отметок применяются такие алгоритмы, как линейная или логистическая регрессия [4]. При прогнозировании общих результатов — более сложные, комбинированные алгоритмы.

Для оценки точности прогнозов были выбраны 30 сравнительных комплексных исследований и сгруппированы по периодам и в соответствии с применёнными алгоритмами. Представленное на рисунке 8 наглядное изображение трёх переменных, две из которых (наименование алгоритма и период исследования) составляют график рассеяния, а третья (точность прогноза) представлена диаметром кругов.

1 ― 2004 ― 2008 гг. 2 ― 2009 ― 2013 гг. 3 ― 2014 ― 2019 гг.

**Рисунок 8 ― График, отражающий точность прогнозов учебной успеваемости при использовании различных алгоритмов**

Данный график (*рисунок 8*) показывает, что многие алгоритмы прогнозирования учебной успеваемости (деревья принятия решений, нейронные, байесовские сети) относительно близки к максимальным показателям, и, вероятно, не будет роста выше 97—98 %. Кроме того, модель отслеживания знаний (Knowledge tracing или КТ), основанная на байесовском алгоритме, и модель анализа факторов эффективности (Performance Factors Analysis или PFA), где используется логистическая регрессия, коррелируют друг с другом на уровне 96 % по данным исследования [5] (J. E. Beck, 2013), что указывает на незначительные различия между ними в точности прогноза.

Поскольку прогнозирование учебной успеваемости — это, прежде всего, её оценка, естественный способ проверки оценочного инструмента состоит в том, чтобы вычислить его прогностическую достоверность. Такой подход является вполне разумным с общенаучной точки зрения. В то же время высокая корреляция есть необходимое условие при проверке используемого прогностического инструментария, однако не может являться достаточным в педагогическом аспекте. В качестве конкретного примера можно рассмотреть комбинированные алгоритмы (ансамбли), которые учитывают результаты различных подходов к моделированию учебных достижений и находят способы для объединения их прогнозов. На рисунке 9 показано распределение количества исследований с использованием односоставных алгоритмов или их сочетания (комбинированных алгоритмов) с течением времени.

**Рисунок 9― Динамика частоты использования ансамблей и простых алгоритмов**

**4. Выводы**

Резюмируя всё вышесказанное стоит отметить, что прогнозирование учебной успеваемости как сфера исследований в образовании развивается довольно быстрыми темпами.

Таким образом, основными тенденциями изменения теории и практики в области прогнозирования учебной успеваемости на уровне общего среднего образования выступают:

* повышение роли формирующего оценивания, накопление динамических данных об учебной успеваемости и расширение возможностей для моделирования учебной успешности;
* рост числа исследований, прогнозирующих успеваемость одновременно по нескольким основным учебным предметам, изучаемым на уровне ОСО;
* увеличение числа продольных исследований, охватывающих различные ступени ОСО;
* расширение масштаба и обеспечение представительности выборки учащихся для обобщаемости используемой модели прогнозирования;
* возрастание числа исследований с дискретным представлением результатов прогноза;
* приоритетное использование для прогнозирования не одного, а сочетания алгоритмов.

Помимо данных тенденций при разработке рассматриваемого направления надлежит также учитывать особенности прогнозирования учебной успеваемости на уровне ОСО. Одной из особенностей является то, что в отличие от аналогичных данных в системе высшего образования, где предпочтение отдавалось преимущественно информатике [4], исследования на уровне ОСО сконцентрировались в большинстве своём на математике *(рисунок 10).*

**Рисунок 10 ― Распределение количества исследований по предметным областям, к которым относились результаты прогноза**

Причины незначительного количества аналогичных исследований в других учебных областях остаются предположением. Объяснением этого может служить, к примеру, широкое использование алгоритмов при решении математических задач, что облегчает проведение исследований в данной области.

Другая особенность заключается в преимущественном использовании на уровне ОСО относительно несложных алгоритмов для прогнозирования, таких как байесовские сети, логистическая и линейная регрессия, деревья принятия решений *(рисунок 11).*

**Рисунок 11 ― Частота использования алгоритмов в исследованиях прогнозирования учебной успеваемости на уровне ОСО**

В высшем образовании приоритет отдаётся алгоритмам множественной регрессии и нейронным сетям [4].

Специфической чертой исследований на уровне общего среднего образования выступает и более низкая точность прогнозов. На основании выборки из 30 исследований в среднем она составляет 82 % по сравнению с 89 % для исследований на уровне высшего образования.

**5. Заключение**

В данном исследовании проанализирована выборочная совокупность публикаций за последние 25 лет в области прогнозирования учебной успеваемости обучающихся на уровне общего среднего образования (ОСО).

Для наглядного отображения рассматриваемой области в её развитии на основании общепринятой классификации разработана типология прогнозов применительно к учебной успеваемости.

Исходя из этого, в будущем будет актуальной разработка прогнозов успеваемости обучающихся по более широкой группе учебных предметов и использование оптимального сочетания алгоритмов в соответствии с поставленными прогнозными целями.
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